5.2 Lagrange interpolating polynomidls ..........c.cocovvviviivivinienennnnnn

The Lagrange interpolating polynomial is simply a reformulation of the
Newton polynomial that avoids the computation of divided differences. It can

be represented concisely as

n

f,(x)= 2 L, (x)f(x,)

i=0

= Lo OOF(Xo )+ L OOF(x;) +...+ L f(x, )

v X ’“Xj (X‘ X )(X“X1 )---(X“XM )(X““" X1 )"‘(X_Xn)

where L;(x)= I:OI X, = X, - (X; = X X =X, ) (X = X )X = X)X, - X,)

J#i



5.2.1 Llinear interpolation

The linear version (n=1) is

J1(x) = Ly(x) f(x) + L, (x) f(x,)

where
X—X
Ly(x)= 1
Xo — X
X —X
Ll (JC) — .

X1 — Xy



Example

Given that (2,5) and (3,7). Use a first order Lagrange interpolating

polynomial to evaluate f2.5)

Xo =2, f (%) =5x, =3, f(x) =7

x—3 x—2
c Lo(x) =
L) =

S Ji () = Lo (x) f () + Ly (x) £ (x;)
$1(2.5) = Ly (2.5) f (x) + Ly (2.5) f (x;)
=0.5(5)+0.5(7)=6

Ly(x) =




5.2.2 Quadratic interpolation

The second order version (n=2) is

J2(x) = Ly (x) f(x0) + Ly (x) f (%) + L, (x) f (x;)
Where

BPNICEED Car
(xg =X )(x —x,)

Loy Emx)E=x)
(X, — X0 )(x, — x,)

L,(x)= (x —xy )(x—x;)
(xy —x0)(x, —x;)




Example:

Given that (1,2), (2,5) and (3,7). Use a second order Lagrange
interpolating to evaluate f{2.5)

Xo =L f(x)=2%=2,/(x)=5x, =3, f(x,) =7

()= EEAE Gy o DxoD

S () = Lo () f () + Ly () f () + L, () £ (x)
12(2.5) = Ly (2.5) f (x4) + L, (2.5) f (x,) + L, (2.5) f (x,)
=-0.125(2)+0.75(5) + 0.375(7) = 6.125






5.1.1 Linear interpolation

The simplest form of interpolation is to connect 2 data points with a straight
line. This technique, called linear interpolation, and the linear-interpolation
formula is given as

fi(X) = By + by (x - X,) or

F(x)—f(X,)

f(xX)=Ff(x)+
0=Fln)+ =25

(X—Xo) _



The notation f;(x) designates that this is a first-order interpolating
F(x,)=1(x,)
Xy — X,

polynomials. The term b4 or representing the slope of the line
connecting the points.

The generation of the first divided difference outlined in table below.

First
X f(x) divided difference
J [xl ) xo]
x, | flx)=4,
f[xl ’xﬂ]: f(xl )_ f(XO) = bl
% | Sx)

Table 5.1



Example:

For the function cos (-x), given that

X 0.5 1.0 1.5 2.0
fix) | 0.8776 | 0.5403 | 0.0707 | -0.4161
By using linear interpolation with h = 1.0 and h = 0.5 estimate cos(-

1.0287)
when h = 1.0,
First
X f(x) divided difference
1.0 0.5403 =5,
flxox]= —0.4161-0.5403 _ 0.9564= 5

2.0-1.0

2.0 -0.4161

General form of linear interpolation is

Si(x)=by +b,(x~x,)
~ £ (1.0287)=0.5403 + (-0.9564)(1.0287 - 1.0)
=(0.5129



=0.5129

when h = 0.5,
First
X f(x) divided difference
1.0 0.5403 = b,
lxx]= 0.0707-0.5403 _ 1 010, b

1.5-1.0

1.5 0.0707

General form of linear interpolation is

fi(x)=b, +b,(x—x,)
- £.(1.0287) = 0.5403 + (—0.9392)(1.0287 — 1.0)
=0.5133

e Note that the true value of cos(-1.0287) is 0.515932898, we find that the
smaller the interval between data points, the better the approximation.



5.1.2 Quadratic interpolation

The error could occur in linear interpolation resulted from our approximating
a curve with straight line. Consequently, a strategy for improving the
estimate is to introduce some curvature into the line connecting the points. If
3 data points are available, this can be accomplished with a quadratic
polynomial (also called a second-order polynomial or parabola).

A particular convenient form for this purpose is

f,(X) = by + by (X = X,) + by (X — X )X = X;)
or

S (x) :f(xo)"'f[xl:xo](x_xo)"'f[xzaxlvxo](x_xo)(x_xl)

where the generation of the second divided difference(-dd) outlined in table
below.

First Second
X f(x) divided difference divided difference
X f(xo) = bn
f[x])x{)]: f(x,)-f(xo) =h
x, f(xl) f[xz’x“xo] — f[xzsxl]“‘f[xlaxo] = b?.
Xy ~Xy
f[x,,xl]= f(xz)"f(xl)
x, | flx,)

Table 5.2



Example:

For the functione™, given that

X 0.91 0.92 093 | 094

f(x) | 0.4025 | 0.3985 | 0.3946 | 0.3906




By using quadratic interpolation, estimate ¢

First Second
X fx) divided difference divided difference

0.92 | 0.3985 = b,

0.3946 —-0.3985
0.93-0.92

=—039=4

0.93 0.3946 —0.4-(-0.39) =-05=b,
0.94-0.92

0.3906 —0.3946
0.94-0.93

0.94 1 0.3906

General form of quadratic interpolation is
Sr(xX)=by + by (x —x,) + b, (x — x0)(x — x,)

< £,(0.9321) = 0.3985 +(—0.39)(0.9321 — 0.92)
+(~0.5)(0.9321 - 0.92)(0.9321~0.93)
= 0.4217



5.1.3 Cubic interpolation

For third-order interpolating polynomial, with n = 3, we yield

fi(x)= Fxg)+ fIx,x 10— x0) + f1x5, %, %010 = x4 )(x ~ X, )
+ fTx3, %, %, %0 J(x — X0 )(x — %, )(x — x,)

or
f3 () = by + by (X = Xg) + by (X = X WX — X4 )+ by (X = X )(X — X (X = X3)

where the generation of the third divided difference(-dd) outlined in table
below.

X f(x) 1%t -dd 2"-dd 3".dd
%, | fla)=b,
flxox]=8
5 | f&x) Flem,x]= b,
fTex] f[x,,xl,xl,xo]:f[xvxvj;]:f["z”‘v"o]=b,
x, | flx,) Fryxx]
STy,
x, | fx)

Table 5.3



Example:

For the function ¢7*, given that

X 0.91 0.92 0.93 0.94

fix) | 0.4025 | 0.3985 | 0.3946 | 0.3906




By using cubic interpolation, estimate ™"

X f(x) 1 .dd | 2"-dd ~ 3%4d

0.91 | 0.4025=",

—04=b
0.92 | 0.3985 0.5=b,
~0.39 . _~05-05
S, 7] 0.94-0.91
=-33.33=0,
0.93 | 0.3946 05
-04

0.94 | 0.3906

General form of cubic interpolation is
fy (X) = by + by (X = Xg) + by (X = Xg )(X = X4) + b3 (X = X )(X = X )(X = X3)
£,(0.9321) =0.4025 + (-0.4)(0.9321 - 0.91) +0.5(0.9321-0.91)(0.9321-0.92)

+(~33.33)(0.9321 - 0.91)(0.9321 - 0.92)(0.9321 - 0.92)
=0.3937






